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Executive Summary  
In order to analyse the criteria required to develop domain-specific privacy best practice 
templates and to derive the general guidelines in creating those templates, we studied privacy 
best practice in relation to three example technology areas; Internet of Things (IoT), Smart Grid 
and Metering, as well as E-Health. The selection of these particular areas was based on the 
notion that advances in addressing privacy concerns in those areas are essential for compliance 
of their technologies and to receive wide social acceptance. In addition, it was anticipated that 
the areas of WP3 partner projects would match at least one of the three technology areas. 
Although some aspects of e-Health involve the IoT such as home monitoring of patients, we 
cover e-Health systems and services outside the scope of IoTs. However, it should be noted that 
best practices and other issues discussed in the sections covering IoT may also have 
applications in e-Health. Smart grids can be distinguished from IoT by their integration in a 
specific overall system managed by energy providers.  
Privacy challenges and requirements vary between different domains and applications. The 
deliverable focuses on privacy challenges and requirements in each of the technology areas. 
The characteristics of each area that determine its privacy challenges and requirements affect 
the structure and content of privacy best practice templates. For example, privacy by design 
requires that an e-Health system is able to deal with certain foreseeable conditions where a 
patient may be unable to operate privacy functions such as persons with physical or mental 
disability. With reference to the Internet of Things, the use of mainstream data encryption may 
create an overhead that cannot be tolerated by performance-constrained devices. This 
necessitates finding alternatives such as lightweight encryption. In addition, location privacy is a 
common concern in the context of IoT. Privacy in smart metering is characterised by concerns 
regarding handling of fine-grained consumption data and profiling of consumers.  
While PIA processes, methodologies or frameworks have the same structure, independent of 
the technology area where it is applied, implementations have been found to reflect risks, 
compliance requirements and controls that are domain-specific. PRIPARE suggests taking a 
number of issues into account when adapting PIAs, such as: privacy types (location, behaviour, 
communication, etc.), data sensitivity, applicable regulations as well as domain and technology 
specific risks.  
There are several patterns described in the literature that provide privacy protection in the 
example technology areas, as well as other areas and can be incorporated in a Privacy by 
Design methodology. In addition to the prioritisation of different privacy concerns per 
technology area, the applicability of variable forms of technologies, including PETs, to a specific 
technology area, dictates the need for an adaptable set of relevant privacy patterns. Moreover, 
the decision to use a privacy pattern based on a requirements and risk analysis is not only 
determined by the pattern’s usefulness and context. Such a decision is also affected by the 
consideration of potential consequences that can be positive or negative and possibly require 
further trade-off analysis. Such consequences may include conflicting security and privacy 
issues, performance, usability, interoperability, etc. 
PRIPARE is dealing with the challenge of integrating the categories of best practice described 
here into the management and protection of privacy and security towards a unique and holistic 
methodology. The methodology is oriented towards several categories of stakeholders, such as 
system engineers and data protection officers. The main issues that have been encountered 
include: 1) the variations in terminologies used, 2) overlaps between categories of best 
practices in their coverage of privacy issues, and 3) completeness in coverage of the 
development lifecycle and data life cycle. 
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1 Introduction 
This deliverable addresses privacy best practices in three example technology areas which are 
the Internet of Things, Smart Grid and Metering, as well as E-Health. The three areas were 
chosen for the following reasons: 

x These three areas are among those where privacy is considered of critical importance 
and advances in addressing privacy concerns are essential for compliance of their 
technologies and to receive wide social acceptance.  

x The selection of the areas is performed in anticipation of the projects that PRIPARE 
wishes to contact to become WP3 partner projects. 

x The selected areas, in conjunction with WP1, will help in analysing the criteria required 
to develop domain-specific privacy best practice templates and to derive the general 
guidelines in creating those templates. 

The document is structured as follows. Chapter 2 describes the privacy challenges and 
requirements in relation to the common and unique characteristics of each of the technology 
areas. Chapter 3 analyses past applications of PIAs in the example technology areas based on 
their documentation and reports from results of their applications. The section will discuss how 
the PIA applications address the privacy challenges in each of those areas. It then describes the 
criteria and factors that affect the types and range of questions in PIAs in relation to the thee 
areas. Chapter 4 describes and categorises a catalogue of privacy patterns including their 
relevance to the privacy challenges of three technology areas. Chapter 5 concludes the 
deliverable by examining issues related to the combination of the privacy best practices 
including their completeness, overlap and terminology and their integration into PRIPARE 
methodology.  
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2 Privacy Challenges and Requirements in Example 
Technology Areas  

Privacy challenges and requirements vary between different domains and applications. This 
chapter describes those challenges and requirements in three common technology areas: 
Internet of Things, Smart Metering and e-Health. The characteristics of each area that 
determine its privacy challenges and requirements affect the structure and content of privacy 
best practice templates. The later sections in this deliverable describe how these characteristics 
influence the templates.  

2.1 Internet of Things  
The Internet of Things is an emerging form of network that implements mostly machine-to-
machine (M2M) communication and in which the involved entities - RFID tags, actuators, 
sensors, and mobile phones - are pervasively present in our everyday environment. They use 
unique addresses to interact with each other and cooperate to reach common objectives [1]. 
For example, a postal service could adopt RFID sensors in letters or parcels, so that they can be 
better tracked and will not get lost. The letters could communicate with postal cars and other 
stopovers on their journey to the receiver, in order to implement automatic and fine-grained 
delivery tracking. Beyond this, if a parcel includes, for example, fragile goods, they could include 
a sensor to detect shocks and report to receivers upon arrival. 

2.1.1 Categorisation of Internet of Things 
Mayer [4] lists eight relevant topics associated with technologies that are required to 
implement the Internet of Things: 

x Communication 
x Sensors 
x Actuators 
x Storage 
x Devices 
x Processing 
x Localization and Tracking 
x Identification 

                                                                                                                                                                             
The author then goes on to describe the security and privacy challenges in the Internet of 
Things by describing the challenges in each of those categories. To this end, he employs the 
well-known CIA-triad (Confidentiality, Integrity and Availability) and the Parkerian hexad, which 
is an extension of the CIA triad. For our discussion we focus mainly on the privacy challenges, 
not on security, so we cannot use either of them. We will now discuss possible privacy aspects 
of each of these categories. 
  
!"##$%&'()&"%*
In communication, privacy is at risk, since devices need to be globally identifiable and this could 
lead to tracking of device holders. For RFID tags the object name service is foreseen to provide 
world-wide traceability. ONS (Object Naming Service) is a distributed service, comparable to 
DNS, with the goal of storing server addresses where one can find more information about tags. 
This implies obvious privacy risks associated with communication channels, ranging from traffic 
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analysis – who is talking to whom and how frequently – and location tracking to full content 
inspection. If, for example, a parcel service puts RFID tags onto packages, then this may not 
only be used to track the parcel, but may even reveal some knowledge about the location of 
the querying person (probably at or near the delivery address). 
            
+,%-".*/()( *
For privacy implications of sensor data, one has to first identify which sensor data is being 
accessed and with which granularity? Some types of sensor data may allow to derive personal 
habits, especially when dealing with home automation, for example individual coffee 
consumption in the case of an automated coffee machine. 
Privacy problems often occur when sensor data leaks or is processed in unintended ways. This 
may result in a breach of location privacy or, in the case of video data, in face recognition. 
                                                                                    
0')$()".- *
Privacy in actuators, as explained by Mayer [4], is highly dependent on a specific scenario, so no 
general risk can be identified here. 
                                                                                                                                     
+)".(1, *
Storage affects privacy, especially when considering a world-wide deployment of IoT 
technology. It may lead to 24-7 recording of a person’s daily activities and the foreseen 
interconnection of all sub-systems in an IoT brings the risk that data from different sources gets 
merged and analysed together. 
Protection from data leakage and abuse often cannot be countered with typical 
countermeasures for confidentiality, as tight cost and space requirements often even require 
different implementations of ciphers. For a survey of lightweight ciphers, see [2]. Furthermore, 
the device in question, e.g. RFID tag, could be completely under control of the attacker. This 
enables advanced attack scenarios, like simple or differential power analysis. 
 
2,3&',- *
Ensuring privacy on a device level requires trust in devices and their software and is directly 
linked to absence of malware (also vendor-installed malware, like spyware). This may be 
enforced by using trusted platform modules. 
 
4."',--&%1*
The privacy implications of data processing depend on the actual data and are therefore highly 
dependent on the concrete scenario. However, in addition to the privacy implications of the 
type of sensor data, the type of processing could also have an impact on privacy. Perhaps data 
processing takes place in a distributed form and is therefore more vulnerable to data breaches, 
since an attacker has a bigger attack vector. On the other hand, if processing algorithms are 
implemented poorly, the result could be wrong, leading to malfunctioning of actuators. 
 
5"'(6&7()&"%*(%/*8.('9&%1*
Often, the IoT is used for locating or tracking objects. The privacy implications of this are clear. 
Identifiers can be mapped to exact physical locations, resulting in a loss of location privacy if 
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such devices are closely linked to persons (e.g., for smartphones). This problem is not easy to 
remedy, since it often goes hand in hand with a loss of functionality. 
 
:/,%)&;&'()&"%*
Here, the same as in the previous section applies. We need an ONS for addressing devices. On 
the other hand, this extended functionality then allows interested parties to distinguish devices 
or even to reveal their identity. 
 

2.2 Smart Grid and Metering  
Smart grid is the modernised grid that allows managing energy in an automated fashion. ICTs 
(Information and Communications Technologies) are widely used in order to improve the 
efficiency (i.e., availability and capacity) and the reliability compared to the usual energy 
transport infrastructure. The smart grids also aims to enable the usage of several energy source 
and to involve the consumer (i.e., reduce the consumption, or to be an active stakeholder by 
producing energy). 
 

2.2.1 Architectures and Stakeholders in the Smart Grid Domain 
A smart grid interacts with a wide range of stakeholders such as: 

x Transmission System Operators (TSO) 
x Distribution System Operators (DSO) 
x Energy Generators 
x Regulators and Policy makers 
x Technology suppliers (e.g., telecommunication, electro-technology equipment 

manufacturers, metering manufacturers) 
x Consumers 
x Demand side & retail 

The ecosystem is not common in all European countries. Consequently, no common 
architecture has been defined. Several ICT communication protocols are currently used in 
Europe (e.g., G3, PRIME, DLMS, ZigBee, M-Bus, or IDIS). It is important to note that security 
mechanisms are not always provided by these protocols. For this reason, some of them have 
been updated or enhanced. 

2.2.2 Privacy Issues Addressed by ESMIG 
ESMIG (European Smart Metering Industry Group) is an industrial association focusing on the 
usage of smart meters in smart grids at the European level. 

2.2.2.1 Definition of Security and Privacy Requirements 
The association has defined several working groups; primarily for the definition of common use 
cases. They are in charge of two mandates; M441 (Smart Metering Interoperability) started in 
2009 and M490 (Smart Grids Interoperability) started in 2011. Both mandates aim to define 
reference architecture and develop and update standards while addressing various 
requirements, constraints and use cases. A task force has been established in order to address 
security and privacy issues. The objectives of the task force consist of: 

x Collecting privacy & security requirements (based on United Kingdom, Great Britain, 
Germany, and Netherlands). 
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x Providing a method to link security and privacy requirements to use cases defined in the 
mandates M441 and M490. 

x Comparing certification approaches foreseen in Germany, France and UK. 
 

2.2.2.2  Certification Approaches 
The situation with regard to certification is clear in a few countries. In Germany, a Common 
Criteria Protection Profile for Smart Meter Gateways has been developed by the Federal 
Agency for Security in Information Technology (BSI) (i.e., who was mandated by the German 
Ministry of Economy - BMWi). The result is that all deployed gateways have to be certified and 
must be compliant with EAL4+ level (common criteria defines a set of security levels according 
to the criticism of the system). In UK, the CPA (Commercial Product Assurance) is used for the 
smart metering products. The products have a foundation level grade (i.e., could be compared 
to EAL2+ in the Common Criteria). Finally, the Head End System operators deployed in UK and 
Germany comply with ISO 27001. 
In other countries the certification approach has not yet been defined. Several state members 
aim to provide a harmonised certification approach. However, the level of security will be 
defined by each state. 

2.2.3 Impact of the EU Data Protection Regulation 
EU Data Protection contains strong requirements that the data processor must be compliant in 
order to improve consumer rights, but also to enhance transparency and accountability. As 
presented in [36], it is mandatory to: 

x Clarify and potentially expand the concept of ‘personal data’ - for example various 
numerical online identifiers that can be connected to a person(s) would be considered 
personal data (e.g. meter serial/registration numbers) 

x Introduce tighter controls on consent as a ground for lawfully processing personal data 
(consent must be ‘explicit’ with onus on the controller to prove it was properly given) 

x Codify principles of data protection “by design” and “by default”, including the concept 
of data minimisation 

o Example: SM needs to have a log-function for ensuring transparency to 
consumers 

x Introduce a new “transparency” principle defining types of information which have to 
be given. The data provided to the consumers has to be in a simple and understandable 
form. Privacy notes have also to be explicit in order to provide information, for instance, 
the frequency of data collection, the usage, etc.  

x Make data controllers more accountable, and increasing responsibilities of data 
processors, e.g. with regards to security, via obligations for privacy by design and 
default, or requirements to prove that they have obtained consent, etc. 

x Increase sanctions for data protection violations and giving organisations (e.g. digital 
rights and consumer organisations) the right to complain or take collective action for 
data breaches on behalf of individuals. 

x Data breach notification - and prescriptive high fines for breach 
x Privacy impact assessments for processing that is considered risky. This is also 

incidentally contained in the EU Recommendation. 
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The European commission has defined a DPIA (Data Protection Impact Assessment) template 
[33] and provides a set of recommendations [32]. The template is based on several steps: 

1. Pre-assessment and criteria determining the need to conduct a DPIA. 
2. Initiation. 
3. Identification, characterisation and description of smart grid systems/applications 

processing personal data, including data flows. 
4. Identification of relevant risks. 
5. Data protection risk assessment. 
6. Identification and recommendation of controls and residual risks. 

2.2.4 Privacy Issues Identified by the US Department of Energy 
A workshop has been organized by the US Energy Department involving various stakeholders in 
order to discuss privacy applied to smart grids [31]. During the workshop different groups were 
defined and had to find privacy issues. The following items summarize the privacy issues 
collected by the groups: 
x Consumer  related issues 

o Need to educate consumers—not just about privacy but the value of the data. 
Consumers need to feel comfortable that their information is kept private. They 
need to understand their choices. 

o What does informed consent look like from the consumer’s perspective? Who 
owns the data? Who maintains it and for how long? 

o Need for informed consumer consent prior to release of data to third parties 
x Market oriented issues 

o Need to create privacy protections without stifling the market and innovation 
o Value to consumer is driven by how they see the value of smart grid 
o Cost considerations: Recognition of best practices; high-level principles 
o What are the value propositions? Need to explain the importance of 

modernizing the grid. 
o Third-party usage 
o Need to communicate the benefits (OMS, etc.). 

x Legal issues 
o How to police the bad actors that don’t protect the data? 
o What are the touch points as the data moves? At each hand off (e.g., utility to 

consumer, consumer to third party) who owns it? Who has jurisdictional 
oversight? 

o Third-party usage regulations 
o Who is responsible for oversight of third parties? 
o Who engaged? 
o How can a utility use/share customer data without consent and which uses 

should require consent? 
o Generic privacy protections might work to develop oversight of third parties, etc. 

x Governance issues 
o Federal versus state jurisdictional oversight/areas of rights/responsibilities  

x Technical issues 
o Security of data transfers 
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o Data granularity – can the data be used to identify specific consumers? 
 
Finally, in August 2014 [34], the US Energy Department has defined some recommendations to 
the smart grid stakeholders. 
 

2.3 E-Health 
The healthcare industry involves the collection and processing of exponentially increasing 
amounts of data from personal and electronic health records, clinical warehousing, home 
monitoring, etc. The introduction and use of healthcare information systems are considered 
important factors in improving healthcare quality and reducing costs. This results in increasing 
opportunities for privacy breaches. However, sharing health data is essential for public health, 
long-term patient care, and clinical research [5].  
According to the World Health Organisation (WHO) [35], e-Health encompasses three main 
areas: 

1. The delivery of health information, for health professionals and consumers, using the 
Internet and telecommunications. 

2. Using IT and e-commerce to improve health services such as the education and training 
of health workers. 

3. The use of e-commerce in health systems management. 
Although some aspects of e-Health involve the IoT particularly in item 1 above (e.g. home 
monitoring), we intend to focus on e-Health systems and services outside the scope of IoTs. 
However, it should be noted that best practices and other issues discussed in the sections 
covering IoT may also have applications in e-Health. 
 

2.3.1 Stakeholders 
Privacy is a challenge for every health organisation and a concern for every citizen. The 
following types of organisations are concerned with privacy protection since they are involved 
in health data collection, storage, sharing and/or processing: 

� Health Providers: include hospitals, nursing homes, medical groups and ambulatory 
facilities. 

� Business Associates: individuals or entities that provide services to health providers or 
perform activities that involve the use or disclosure of protected health information on 
behalf of providers. 

� Health Plans: commercial insurance companies. 
� Life Science Organisations: include pharmaceuticals, bioinformatics, medical devices, 

nutraceutical. 
� Technology Solution Providers: hardware, software, data management, technical 

support, consulting, etc. 
� Governments. 

2.3.2 Threats to Privacy 
The healthcare industry is particularly subject to data fraud and identity theft because of the 
sensitive data it collects and manages, such as social security numbers, insurance details, 
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payment information and medical provider IDs [6]. The growth in data breaches has been 
attributed to gaps in privacy regulations, lack of enforcement of regulations, increased 
automation, broader exchange of health information between sectors (e.g. health providers, 
insurance companies, laboratories, agencies, financial institutions), pervasiveness of social 
media, monetisation of personal health information, employee curiosity and government 
surveillance [7, 1, 8, 9]. Consequences of the breaches include financial penalties, reputation 
damage and lost revenues. 
Various studies indicate that there is inadequate preparedness for privacy and security risks 
amongst health providers and related organisations, resulting in an increased likelihood of data 
breaches and identity theft [6]. According to the studies, the main reasons for this include: 

x Shortage of internal human and financial resources, 
x Lack of internal control on patient information, 
x Lack of support from management, 
x Outdated policies and violation of existing policies, and 
x Inadequate training. 

2.3.3 Privacy Requirements 
Several high level requirements exist in order to protect data privacy and security, including 
regulatory changes for data protection, better access to technologies, user access restrictions, 
management support and personnel training. Additionally, protection measures need to extend 
beyond providers to their associated businesses and subcontractors. Contracts with such 
businesses need to ensure privacy preserving data handling and accountability [6]. A common 
example of business associates is the health information technology vendors. 
Due to the amounts of data collected by life science organisations, privacy protection is of high 
priority. The use of such information is critical to clinical research and development. However, 
privacy protection requires some form of data masking such as anonymisation, de-identification 
and diversification. The balance between personal rights to privacy and the need for healthcare 
research is a recent subject of debate [9, 10]. Additionally, privacy requirements, such as 
patient consent or anonymisation, may be considered too restrictive, less useful, costly or 
practically impossible for health research especially on large datasets.  Suggested alternatives 
include advanced security controls, such as techniques for encryption and access control and 
establishing trust [10]. 
Healthcare systems are complex distributed systems that manage patient data, with many 
users accessing the data for various purposes within and across organisational boundaries. Such 
systems require minimising access privileges per user, whilst maintaining a manageable size of 
permissions in order to reduce complexity and cost. In addition, healthcare organisations 
frequently give broader access privileges and use “Break the Glass” (BTG) policies, to allow 
overriding access restrictions, in order to provide timely and effective care, such as in 
emergency situations [11]. These broader access privileges can, however, be misused by 
employees. Therefore, access control management is not only a technical issue, but one that 
requires consideration of the organisational structure, operations and processes as well as 
culture to provide effective information security. 
Another challenge to privacy and security of patient data is interoperability between networked 
systems, as technological standards are not yet in place for privacy preserving data exchange 
[9]. 



PRIPARE Deliverable 2.2 v1.0 

31/12/2014 ICT-610613 16 

Platforms for the exchange of patient data (such as health banks) using online and mobile-
based services open up many privacy risks and challenges, such as location tracking of patients, 
disclosure policies and trust establishment [9]. 
Systems interfacing with patients require particular attention to usability in order to facilitate 
their ability to effectively use the system and control their data privacy. When designing a new 
healthcare system, it is important to make sure that the system does not discriminate against 
elderly or ill persons [12]. Privacy by design requires that the system also can deal with certain 
foreseeable conditions where a patient may be unable to operate the privacy functions such as 
persons with physical or mental disability. For example, a patient may give their physician 
permission to manage their data access rights when they are unable to do that him/herself. 
Privacy by design means more than data security. For example, data collection needs to be 
minimised and restrictions apply to duration of saving of data. Several aspects need to be 
considered in relation to privacy requirements that relate to privacy by design in e-Health 
systems, as described by Schaar [12] and Cavoukian [13].  
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3 Privacy Impact Assessment  
 
According to Clarke [23], the concept of a PIA emerged and matured during the period 1995-
2005. While it is a fairly extended practice in the Anglo-Saxon world, it still can be considered 
an emerging concept in most of EU countries. However, the new EU Data Protection Regulation 
aims to convert it in a standard and mandatory practice for those cases where personal data is 
at risk (e.g. processing of location data or data on children of employees in large scale filing 
systems). 
 
Whilst a PIA can be considered a generic practice, it is not possible to obviate the relationship 
between the conduction of a PIA and the domain of the project or system being analysed. The 
type of personal data collected, the threats and potential privacy controls are domain-
dependant.  However, general guidelines have been proposed such as the CNIL risk 
methodology. For information, the CNIL is currently working on a new version in order to 
enhance the methodology with the feedback of projects which applied the guidelines. 
 
In the following sections several PIAs and PIA frameworks of three privacy-sensitive domains 
will be analysed to understand what differences exist in the PIAs addressing different areas and 
how they handle privacy challenges in each of those areas.  
 

3.1 Internet of Things 

3.1.1 Privacy and Data Protection Impact Assessment Framework for RFID 
Applications 

In May 2009, the EC issued a recommendation on the implementation of privacy and data 
protection principles in applications supported by radio-frequency identification [16]. In this 
recommendation the EC recognized the importance and potential pervasiveness of the RFID 
technology and how “RFID applications hold the potential to process data relating to an 
identified or identifiable natural person, a natural person being identified directly or indirectly”. 
The EC recommended that “Member States should ensure that industry, in collaboration with 
relevant civil society stakeholders, develops a framework for privacy and data protection 
impact assessments. This framework should be submitted for endorsement to the Article 29 
Data Protection Working Party”. As a result, the Privacy and Data Protection Impact Assessment 
Framework for RFID Application [17] was developed and endorsed by the Article 29 WP (WP29) 
after addressing initially detected issues [18]. 
 
The components of the RFID Data Protection Impact Assessment (DPIA) framework that can be 
considered to be specific for the RFID domain are: 

x Terminology: concepts such as RFID tags or readers can and should not be present in 
generic PIAs; 

x Initial analysis phase: the decision of conducting none, a small scale or full scale PIA is 
determined by the answer to three questions that are fully dependent of the RFID 
technology: 
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o “Does the RFID application process personal data? Or will the RFID Application 
link RFID data to personal data?” 

o “Do the RFID tags used in the RFID Application contain personal data? 
o Is it likely that the RFID tags you process are carried by individual? 

x Risk analysis: while the privacy targets in this PIA are independent of the domain (they 
are the nine privacy targets embedded in the Directive 95/46/EC), the list of the privacy 
risks are described using examples of the RFID domain: 

o “Collection exceeding purpose: RFID payment card information is not only used 
for the purpose of processing transactions but also to build individual profiles.” 

x This PIA also provides a list of examples of privacy controls that are linked to the RFID 
domain (e.g. encryption of the full RFID Tag or of selective fields). 

 

3.1.2 Internet of Things Architecture (IoT-A) 
As part of the validation efforts of the IoT-A project, funded by the FP7 programme, a report 
validating the architecture from the technical, business and socio-economic perspectives was 
delivered in November 2013. Within the socio-economic perspective the IoT-A consortium 
conducted a PIA following the BSI PIA Framework [25] which is a transposition of the “Privacy 
and Data Protection Impact Assessment Framework for RFID Applications” (see section 3.1.1). 
As the BSI PIA framework is oriented to RFID, the consortium chose to exchange the RFID word 
with IoT so it made sense for their project. 
The IoT-A consortium identified from the list of threats that are provided in the BSI PIA 
guidelines, and which have been selected for the RFID domain, those which applied to the 
architecture. E.g.: 

x T1.1: “An RFID emblem is not displayed on the website of the RFID operator”. The 
consortium remarks that this threat is valid as long as they substitute the references to 
RFID by references to IoT (e.g. IoT logo) 

x T1.19: “Processing of data is not logged, thus misuse or processing for another purpose 
cannot be detected”. 

The consortium successfully identified the controls that must be in place to remove, mitigate or 
transfer the detected risks. The controls were selected from a list which is also provided in the 
BSI PIA guidelines document [25]. E.g.: 

x Control C1.1: “Extensive informational material (e.g. flyers, RFID emblem, websites) is 
made available that is easily understandable and accessible” to mitigate T1.1. The 
consortium specifies that “Real implementation must explain usage/consequences of 
IoT application. Substitute or complement the RFID emblem with hints to the used 
technology, i.e. IoT logo (use case does not use RFID but IoT technology)”. 

x Control C1.9: “It is regularly checked that collected data is used only for the specified 
purpose. Corresponding access rights are regularly checked and updated. Access to data 
and processing of data is logged on a level that is sufficient to detect potential misuse or 
processing for another purpose than the specified one” to mitigate T1.19. 

3.2 Smart Grid and Metering 

3.2.1 Smart Grid DPIA template 
In February 2012, the EC commended the Expert Group 2 of its Smart Grid Task Force to 
provide a Smart Grid DPIA template, to be endorsed by the Article 29 WP and adopted and 
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applied in Member States. While the different versions of the template have not been made 
public, the opinions issued the by WP29 have been disseminated and provide some insight on 
the expectations of the WP29 from such a template. 
 
Before the submission of the first draft, WP29 had already made some recommendations 
regarding what the DPIA template should include [19]: 

x “Clearly identify actors and their responsibilities”; 
x “Focus on data protection and privacy risks to the individuals  concerned”; 
x “Better guide the actors to match each risk with adequate controls”; 
x “Offer more specific and practical guidance on how to address data protection and 

privacy risks in the smart grid context” 
 
After the submission of the first draft, WP29 issued its opinion, which highlighted the 
importance of contextualizing the PIA to specific areas: 
“The DPIA Template lacks sector-specific content: industry-specific risks and relevant controls 
to address those risks should be identified and matched”. WP29 suggested including in the PIA 
template a collection of “best available techniques” (“BATs”). 
 
The WP29 believes that by providing a “generic” privacy and data protection risk assessment 
methodology and allowing the EG2 to focus in the specific risks and controls inherent to the 
smart grid would have produced better results. 
 
In a second iteration of the DPIA Template, the EG2 included “Specific Energy industry 
examples of supporting asset vulnerabilities” which was welcome by WP29 [20]. 
 

3.2.2 Privacy Impact Assessment: Use of Smart Metering data by Network 
Operators (NOs) 

In this case, instead of analysing a PIA or DPIA process, the analysis will refer to a specific PIA 
report [21]. The PIA was conducted by Engage Consulting1, who were commissioned by the 
Energy Network Association for the purpose of assessing “the privacy issues surrounding the 
use of smart meter data by NOs and identify measures that can be taken to mitigate 
stakeholder concerns”. 
 
The unique feature of this PIA is the inclusion of what they call Baseline Data that identifies five 
categories of data related to the domain and required by the Network Operators to carry out 
their duties: 

x HH Active Energy: amount of electricity consumed over a half hour period 
x HH Reactive energy: “It is the difference between the total (or apparent) energy 

imported or exported (measured in kilovolt ampere hours - kVAh) and the active energy 
or consumption (described above)” 

x System Quality: indicates the quality of the energy supply provided 
x Meter events: ad-hoc incidents regarding the meter or energy supply (e.g. energy 

outages) 
                                                      
1 www.engage-consulting.co.uk 
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x Meter configuration: configuration on how to react to meter events and how to 
measure energy; 

This PIA also reflects from the beginning about the need for collecting data for efficiency, but 
presents aggregation solutions to minimize privacy issues, which can be specifically applied in 
the smart grid and metering domain. 

3.2.3 Smart Metering Implementation Programme Privacy Impact Assessment 
In December 2012, the UK’s Department of Energy and Climate Change (DECC) published a PIA, 
which was conducted to ensure that, as part of developing a robust privacy policy, potential 
privacy impacts are taken into account in the Government`s technical and governance 
framework for smart metering. Conducting the PIA on the framework or programme has 
allowed them to, in consultation with all involved stakeholders, identify potential and domain 
specific privacy risks within the programme, which must be addressed whenever developing 
smart metering systems. The programme’s PIA actually indicates that “the Government would 
expect that separate PIAs on individual practices are undertaken by all data controllers, such as 
suppliers, network operators and third parties, involved in the processing of smart meter data, 
prior to the mass roll-out of smart metering, 

3.3 E-Health 

3.3.1 Privacy Impact Assessment Guidelines for the Ontario Personal Health 
Information Protection Act 

In October 2005, Ontario’s Information and Privacy Commissioner published the “Privacy 
Impact Assessment Guidelines for the Ontario Personal Health Information Protection Act 
(PHIPA)” [22]. In this guideline, the IPC (Information and Privacy Commissioner of Ontario) 
provided a questionnaire for health information custodians that are subject to the PHIPA. The 
questionnaire requests information of two general types. These two types are related to the 
health information custodian’s organizational privacy management practices (ten questions), 
and related specifically to the information system, technology or program (twenty questions). 
The guideline and its questions are specifically written for Canadian legislation (PHIPA) and its 
domain (health). Therefore, most questions are domain specific in terms of concepts and 
language (e.g. health number, physical or mental health or donation of body parts). 

3.3.2 Guidance on Privacy Impact Assessment in Health and Social Care 
In 2011, the Health Information and Quality Authority of Ireland published a guide [26] on how 
to conduct PIAs in the health area. The guideline was accompanied of: 

x A threshold assessment form [27]; 
x A sample report [28]; 
x An international review of PIAs [29]. 

The threshold or initial assessment form includes eleven questions, related to the management 
of health data, in order to determine if a PIA is required or not. The guidelines include a 
questionnaire that facilitates identifying risks but it is not domain specific as the same questions 
could be easily extrapolated to other domains. 
However, the provided sample report includes a list of risks, and the controls which could 
mitigate them, including some specific to the domain as in Table 1.  
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Risk Action put forward Person 
responsible 

The auditor may access 
additional patient 
healthcare records 
thereby accessing more 
personal health 
information than is 
necessary to complete the 
audit/unauthorised access 
to sensitive personal 
information 

The following actions should be taken:  
Before each clinical audit is commenced the terms 
of reference and the information required will be 
clearly specified. This will form part of the contract 
between the hospital and the external auditors. 
The terms of reference will include the sample size 
of patient healthcare records that the auditor will 
need to access. These terms of reference will be 
upheld throughout the audit and the auditor will 
only have access to the patient healthcare records 
that are necessary to complete the audit. The 
auditor will work in the healthcare records library. 
Additional patient healthcare records will be 

Quality 
Manager to 
produce 
terms of 
reference for 
each clinical 
audit as 
appropriate 
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3.4 Criteria for PIA Content in Example Technology Areas  
After analysing several PIA processes and frameworks, as well as actual PIA reports in the 
selected technology areas, it is clear that most of the PIA processes follow a common structure: 

x Preliminary analysis or initial assessment 
x Identify privacy risks 
x Select controls to address privacy risks 
x Report what are the remaining risks and recommendations for the future. 

 
The WP29 recommended in its Opinion 7/2013 [20] that the EC should consider creating a 
general PIA methodology that could serve as a basis for sector-specific PIA templates. Sector-
specific templates can focus in the risks and controls that are inherent to the domain or sector 
of such template. 
Whilst the analysed PIA processes, methodologies or frameworks have the same structure, 
independent of the technology domain or area where it is applied, most of the 
implementations have been found to reflect domain-specific risks, legislations or controls. 
PRIPARE strongly suggest taking into account the following aspects whenever adapting a PIA to 
a specific technology, sector or domain: 
 
The need for an impact assessment 
The rules which determine if carrying out a PIA is necessary (or its scale and scope) are highly 
dependent on the sector or technology and the applicable legislation, e.g. the RFID PIA includes 
questions such as “do the RFID tags used in the RFID application contain personal data?”. The 
need for an impact assessment is also linked to the sensitive nature of the personal data 
collected or processed.  
Privacy types 
While the new EU Data Protection Regulation focuses only on data protection issues, sector-
specific PIAs should help to detect potential privacy risks by navigating through the different 
categories of privacy (e.g. Finn et al. propose a taxonomy of seven types of privacy [14]) in 
relation to the specific sectors or technologies of the system or business process being 
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analysed, e.g. privacy of location must be considered in the IoT systems as they usually can be 
used to track things or users. 
Legal compliance 
While there are general regulations or directives that every PIA should take into account, there 
are also regulations, good practices or standards that govern specific domains. Presenting or 
directing practitioners to a comprehensive list of national or international policies, which may 
affect systems or organizations for a specific domain, sector or technology, is a great help for 
unexperienced practitioners. 
Many PIAs, such as the one provided by the UK ICO [37] and the Spanish version of a DPIA [15], 
incorporate a set of questions that aim to guide the practitioner to determine the legal 
compliance of a given system of business process. Such a set of questions must also be 
parameterized to represent the legislation, which governs specific sectors, or technologies, or 
other domain individuality. 
Risk management 
One of the main goals of PIAs is to uncover the privacy risks associated with systems and the 
personal data which is collected and processed. Once the risks have been uncovered, the PIA 
must assess their likelihood, and document the steps and measures taken to address such risks. 
The process of risk identification and mitigation is usually aided by presenting a list of standard 
threats, risks or controls, which mitigate these risks. While presenting a list of generic threats or 
privacy controls is useful, adapting or extending the list to include sector or technology-specific 
ones provides the PIA with the potential of providing truly meaningful guidance to PIA 
practitioners, who may not be particularly experienced in these tasks or domain privacy 
requirements. 
Glossary 
The PIA should reflect the glossary and terminology of the relevant sector or technologies, in 
order to provide a tool which allows straight communication among stakeholders. 
Personal data 
For unexperienced practitioners the term personal data can be misinterpreted. Providing a list 
of examples of personal data which are likely to be collected or processed within the affected 
sector genuinely helps new practitioners to apply the PIAs (e.g. meter events in the smart grid 
or health records in the health domain). 
 
In order for these PIA processes and templates to be effective they should be periodically 
updated to reflect changes in technology, threats, risks, regulations and even in the societal-
perception of privacy. 
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4 Privacy Patterns 
This chapter describes a catalogue of privacy patterns, including their relevance to the three 
technology areas. Each privacy pattern describes related privacy challenges described in 
chapter 2. The chapter also discusses the relevance of other privacy patterns that are described 
in the literature to the technology areas.  
The decision to use a privacy pattern based on a requirements and risk analysis is not only 
determined by the pattern’s usefulness and context. Such a decision is also taken by 
considering the potential consequences, which may be positive or negative, and possibly 
through a trade-off analysis. Such consequences may include some of the following aspects: 

– performance and responsiveness 
– scalability 
– security and privacy 
– availability and fault tolerance e.g. single point of failure 
– cost 
– usability 
– testability 
– extensibility and reusability 
– modularity and maintainability 
– complexity 
– Interoperability 
– expertise 

The aspects outlined above can be affected by the characteristics of the technology area. For 
example, a pattern that involves using encryption may not be usable due to its overhead in a 
scenario requiring low performance devices, as in the Internet of Things. 
 

4.1 Internet of Things 
In the Internet of Things, one of the privacy problems concerns the location of devices, which is 
possibly sensitive information. One solution is to obfuscate the location2, but this could 
decrease the functionality of the service. When using the following pattern a balance between 
functionality and privacy has to be found. The most privacy preserving option would be to not 
collect location data at all. This should of course be done, when the location data is not 
necessary for the functionality of the service. But sometimes collection of location data is 
unavoidable, e.g., when the service allows parcel tracing. 
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Name Location Granularity 

Aliases Location Obfuscation 

Summary This pattern obfuscates location data by aggregating different specific 
locations to areas. 

Problem In location-based services sometimes the exact location is provided 

                                                      
2 https://privacypatterns.org/patterns/Location-granularity 
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Name Location Granularity 
without being necessary for the usage or functionality. This could 
impose a privacy risk, since location information can be considered 
private. 

Context A system in which information about locations is being processed. 

Goals The goal of this pattern is to hide the locations as much as possible. 

Motivating example A parcel with appropriate messaging capabilities in the Internet of 
things transmits its exact location, so the intended receiver can track 
her purchasing order on a website. Assuming that the postman 
travels by car, the intended receiver can also track the postman and 
perhaps even deduce his working hours or other places where he 
delivers parcels. 

Solution The solution is, that not the exact locations are processed, but 
instead only approximate information is released, e.g., the street, 
town or state. 

Constraints and 
Consequences 

The service could lose functionality if the location granularity is too 
coarse and more specific location data is needed. 

Known Uses Yahoo Fire Eagle, a service that shares user data with selected 
services, allows users to provide only rough location information. 
Twitter allows users to tag a tweet with different levels of location 
granularity. 

Tags Location, obfuscation 

Category Hide, Aggregate 

Related Patterns Anonymity set 

Supporting Patterns - 

Conflicting Patterns - 

Technology Readiness 
Level 

TRL 9 – actual system proven in operational environment 

 
Relevancy for IoT: When routing information in the IoT, the above pattern cannot be applied 
since the exact receiver has to be known to correctly deliver data. A passive eavesdropper 
could now monitor the data packets and thus infer who is communicating with whom. 
Application of the pattern Layered Encryption [3] remedies this problem. On an abstract level, 
layered encryption solves the same problem as location granularity, namely the hding of the 
location. In the case of location granularity, this is the real physical location, given by GPS 
coordinates or similar data. In the case of layered encryption it is the location in the network, 
where the smart devices communicate. 
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Name Onion Routing 
Aliases Layered Encryption 

Summary This pattern provides unlinkability between senders and receivers by 
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Name Onion Routing 
encapsulating the data in different layers of encryption, limiting the 
knowledge of each node along the delivery path. 

Problem When delivering data, the receiver has to be known. If the system 
provides the functionality that the receiver of data should be able to 
answer, then the receiver should also know the address of the 
sender. When forwarding information over multiple stations then, in 
a naive implementation, each station on the delivery path knows the 
sender and the final destination. 

Context A system in which data is routed between different stations. 

Goals The goal of this pattern is to achieve unlinkability between senders 
and receivers. 

Motivating example Alice is a whistleblower and tries to forward data to Bob who works 
at the press. She sends the corresponding documents as an e-mail-
attachment. Eve monitors the datatraffic and can see who sent this 
mail to whom. The next day, police raids Alices apartment and sends 
her to jail. Bobs mail account gets seized. 

Solution The solution is to encrypt the data in layers such that every station on 
the way can remove one layer of encryption and thus get to know the 
immediate next station. This way, every party on the path from the 
sender to the receiver only gets to know the immediate successor 
and predecessor on the delivery path. 

Constraints and 
Consequences 

If there are too few hops, then the unlinkability between sender and 
receiver becomes at risk. The same problem occurs when there is low 
communication traffic in the network. The multiple layers of 
encryption will bloat up the data and consume bandwidth. If all 
nodes on the delivery path collaborate in deducing the sender and 
the receiver, the pattern becomes useless. 

Known Uses The TOR-browser3, a web-browser specifically designed to ensure 
anonymity makes heavy use of onion routing 

Tags Routing, anonymous communication 

Category Hide 

Related Patterns - 

Supporting Patterns - 

Conflicting Patterns - 

Technology Readiness 
Level 

TRL 9 – actual system proven in operational environment 

 

                                                      
3 https://www.torproject.org/ 
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4.2 Smart Grid and Metering infrastructure 
In smart metering infrastructure, fine-grained recordings of the energy consumption could 
violate the privacy of the person. It is possible to construct profiles with this data, including 
when people are at home, what TV-shows they are watching, and when they make tea. So, the 
data should be sufficiently pseudonymized. Real anonymization is not desirable, since it is then 
not possible to link the usage to persons and thus to bill them accordingly.  
 

8(<6,*J>*4-,$/"%G#"$-*:/,%)&)G*4()),.%*

Name Pseudonymous Identity 

Aliases - 

Summary Hide the identity by using a pseudonym and ensure a pseudonymous 
identity that cannot be linked with a real identity during online 
interactions. 

Problem Many kinds of sensitive information are released through web 
interactions, email, data sharing or location-based systems, which 
can contain the name of a user or header information in packets.                                       
Another problem could be to interact anonymously in a forum. 
However too much interaction in a forum with an anonymous 
identity can be dangerous in the sense that the relation between 
original identity and a pseudonymous identity can be exposed. 

Context This pattern can be used for systems in which users are identified by 
public identities. 

Goals Hide the identity of the participants. 

Motivating example Assuming some students are writing an exam and they have to fill out 
a form about their identity, where there is an optional field for a 
chosen pseudonym. This way the result can be released under the 
chosen pseudonyms and the identity of each student is hidden. But 
by being observant, some students might be able to figure out which 
identity belongs to which pseudonym. This could be achieved 
because some students have a tendency to choose weak 
pseudonyms, or to choose the same pseudonym over and over again. 
So the confidentiality of the identity is compromised. 

Solution Initiate a random pseudonym that cannot be related to the original, 
so that the identity is hidden. Furthermore a pseudonym depends on 
concealment, so the pseudonym allocation needs protection. 

Constraints and 
Consequences 

The real identity of a user is hidden. 
In certain scenarios there is a need for additional space to store the 
pseudonym-identity mapping. 
Extensive Usage of the same pseudonym can weaken it. 

Known Uses Anonymizers are well-known tools for anonymous web interactions. 
They work for example by using a proxy between a request sender 
and a recipient to strip header information like HTTP_USER_AGENT in 
packet headers because they contain metadata about packet 
senders. The Mixmaster is an anonymous remailer that hides the 
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Name Pseudonymous Identity 
sender and recipient identity by stripping its name and assigning a 
pseudonym. Some data sharing systems with a privacy-preserving 
focus make use of pseudonyms so that identifying information such 
as names and social security numbers are hidden. For example 
various electronic healthcare systems are using pseudonyms for the 
storage of e-health records. 

Tags anonymity, pseudonymity 

Category Hide 

Related Patterns - 

Supporting Patterns - 

Conflicting Patterns - 

Technology Readiness 
Level 

TRL 9 – actual system proven in operational environment 

 
For some applications not all data is needed. For example, if one wants to forecast usage to 
adapt the energy production accordingly, the pseudonyms are not needed any more. 
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Name Strip Metadata 

Aliases  

Summary Metadata that is not needed and poses a potential threat to privacy 
should be hidden. 

Problem There are multiple types of metadata. There is user-generated 
metadata data like exif-data. Exif is a format for storing metadata in 
pictures. There is also metadata which exists to ensure the 
functionality of some services like headers in email or http, or 
timestamps in files. Often the user is not aware of this additional 
data that is attached to the content. When publishing data, this could 
lead to a potential loss of privacy. 

Context This pattern is applicable in a system in which metadata is shared, 
published or sent. 

Goals The possibly identifying information must not be accessible after 
publication. 

Motivating example Alice is a food blogger and she takes a picture of her meal. She 
uploads the photo on her blog. Assuming that Mallory, a malicious 
reader of Alice's blog wants to know from where the picture was 
taken. So she looks at the metadata and can tell by looking at the 
coordinates, the exact location. 

Solution Erase metadata which is not needed for the functionality of the 
service. 

Constraints and Private information will be protected by stripping metadata with 
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Name Strip Metadata 
Consequences sensitive content. The data without the according metadata uses less 

space and is thus easier to store or transmit. 
Another consequence is, that the process of removing metadata is 
not reversible. 
When additional services require information, Metadata can be 
mandatory. This could lead to a loss of functionality. Geolocations 
can help placing pictures on a map. Another example would be when 
accessing a website with a mobile device and stripping device 
information, the webserver cannot provide an optimized version for 
mobile devices of the website, decreasing user experience. 

Known Uses Anonymous Type I Remailer forward emails by modifying the 
message header and removing sender related information. 
Flickr.com give users the option to hide Exif data from public 
disclosure. The Anonymizer (https://anonymizer.com/) is a well-
known tool for anonymous web interaction. For example by using a 
proxy between a request sender and a recipient to strip header 
information like HTTP_USER_AGENT in packet headers because they 
contain metadata about packet senders. 

Tags metadata 

Category Hide 

Related Patterns - 

Supporting Patterns - 

Conflicting Patterns - 

Technology Readiness 
Level 

TRL 9 – actual system proven in operational environment 

 

4.3 E-Health 
In the E-Health scenario, information is sometimes shared to researchers to allow for statistical 
statements over illnesses. This has to occur in a privacy-preserving fashion. The pattern 
pseudonymous identity may be used, but it would be better to anonymize the data and strip 
them of any identifying information that cannot already be derived by the content of the data. 
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Name Anonymity Set 

Aliases Probable Suspect 

Summary This pattern aggregates multiple entities into a set, such that they 
cannot be distinguished anymore. 

Problem In a system with different users we have the problem that we can 
often distinguish between them. This enables location tracking, 
analysing the behaviour of the users or other privacy-infringing 
practices. 
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Name Anonymity Set 

Context This pattern is applicable in a messaging scenario, where an attacker 
can track routing information. Another possible scenario would be 
the storage of personal information in a database. 

Goals The goal of this pattern is to aggregate different entities into a set, 
such that distinguishing between them becomes infeasible. 

Motivating example Assuming that there are two companies, one is a treatment clinic for 
cancer and the other one a laboratory for research.  The Clinic 
releases its Protected Health Information (PHI) about cancer victims 
to the laboratory. The PHI's consists of the patients' name, birth, 
date, sex, zip code and diagnostics record. The clinic releases the 
datasets without the name of the patients, to protect their privacy. A 
malicious worker at the laboratory for research wants to make use of 
this information and recovers the names of the patients.  The worker 
goes to the city council of a certain area to get a voter list from them. 
The two lists are matched for age, sex and location. The worker finds 
the name and address information from the voter registration data 
and the health information from the patient health data. 

Solution There are multiple ways to apply this pattern. One possibility is, to 
strip away any distinguishing features from the entities. If we do not 
have enough entities, such that the anonymity set would be too 
small, then we could even insert fake identities. 

Constraints and 
Consequences 

One factor to keep in mind is that this pattern is useless if there are 
not many entities, such that the set of probable suspects is too small. 
What "too small" means depends on the exact scenario. Another 
factor is a possible loss of functionality. 

Known Uses Anonymity sets are in use in various routing obfuscation mechanisms 
like Onion Routing. Hordes protocol is a multicast based protocol that 
makes use of multicast routing like point-to-multipoint delivery, so 
that anonymity is provided. Mix Zone is a location-aware application 
that anonymizes user identity by limiting the positions where users 
can be located. 

Tags anonymity, mix networks, obfuscation 

Category Hide, Aggregate 

Related Patterns location granularity 

Supporting Patterns - 

Conflicting Patterns - 

Technology Readiness 
Level 

TRL 9 – actual system proven in operational environment 
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4.4 Other Privacy Patterns 
There are several other patterns described in literature that provide protection to privacy in the 
example technology areas as well as other areas and can be incorporated in a Privacy by Design 
methodology.  
Obligation Management 
This pattern [38] supports transferring and managing privacy obligations relating to sensitive 
data processing when the data is shared between multiple parties. Privacy obligations may 
include restrictions on data retention, notification of data subjects, etc. It enables data lifecycle 
management according to preferences of data subjects as well as organisational policies. 
Obligation management may apply to contexts in e-Health, as well as smart metering where 
data is shared with third parties.  
Sticky Policy 
Using the Sticky Policy pattern [38] distributed personal data is associated with the policy (user 
preferences) to be enforced. It can complement the Obligation Management pattern. However 
the pattern may be challenged by practicality and scalability issues. 
Materialised View 
This pattern [39]*supports providing access to specific subsets of original data that should not 
be accessible, open to modification, or fully exposed to users. Although not particularly created 
for privacy protection, it can be used to restrict access to sensitive data while providing access 
to anonymous or non-sensitive data. This pattern may also be suitable to some contexts in e-
Health and smart metering areas. 
Exception Shielding 
Exception shielding [39] prevents a Web service from disclosing information about the internal 
implementations including sensitive personal data and transactions. This pattern may have 
performance implications due to added processing. 
 
Several security patterns may be used to protect privacy such as Secure Logger pattern and 
Obfuscated Transfer Object pattern [40]. 
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5 Conclusion  
PRIPARE is currently facing the challenge of integrating several good practices, in the 
management and protection of privacy and security, into a unique and holistic methodology, 
oriented to several stakeholders, such as system engineers or data protection officers. The 
most prominent issues that have been addressed so far are terminology, overlapping, and 
completeness. The sections below briefly summarise the solutions proposed by PRIPARE to 
these issues. 
 

5.1 Terminology 
Prior to defining PRIPARE’s methodology, a first report has been delivered to the EC [30], in 
which the PRIPARE consortium chose or provided the definitions of the most relevant concepts. 
These definitions will be the ones used for the PRIPARE methodology. 
As it is critical to understand the relationship between the different best practices that are 
being integrated, PRIPARE will provide a reference model with the methodology, where the 
relationships are explained whilst still identifying the origin of the different concepts by using a 
colour code scheme. Figure 1 shows the PRIPARE reference model which is detailed in D1.2.  
 

 
N&1$.,*=>*4?:40?O*?,;,.,%',*#"/,6*

 

5.2 Overlapping 
The current analysed best practices contain some overlaps e.g. PIA processes include a risk 
assessment process which overlaps with the Privacy Enhancing Architecture (PEAR) process 
(which chooses privacy patterns to minimize privacy risks). Even within the same best practices 
there are some overlaps, for example, PMRM has a high level and detailed analysis where 
relevant systems have to be identified. 
PRIPARE considers these overlaps as a feature (rather than a problem) as it provides the 
opportunity to: 
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x Establish a refinement process: several processes performing the same task can help to 
follow different points of view or approaches; 

x Follow different itineraries (predefined sets of processes): if different processes include 
similar tasks, in some cases this processes may be discarded in favour of others which 
provide a better match for the system features or organizational capabilities; 

 

5.3 Completeness  
PRIPARE ensures the coverage of the full lifecycle of a system (from before its inception to its 
retirement) and provides specific processes or tasks that may be linked to system engineering 
stages. It also takes into account the whole lifecycle of the personal data, from its collection to 
its deletion. PRIPARE contemplates different itineraries that should be followed depending on 
the organization’s and project’s features and privacy risks. These itineraries are aligned with the 
forthcoming EU GDPR, allowing organizations to effectively achieve compliance and to provide 
privacy-enhanced systems. 

 

5.4 Template 
While all analysed best practices and templates have some dependencies on the domain which 
they are oriented to, there are always common grounds that can be used in order to provide a 
generic template. WP2 and WP1 have jointly worked in the development of a generic template 
for the application of the PRIPARE’s methodology which reflects the best features of the best 
practices templates that have been analysed and evaluated during T2.1 and T2.2. This allows 
the convergence of best practices (e.g. PMRM, PIA or risk management) in a unique and useful 
output, minimizing the overlapping risks. The Privacy and Security Management Analysis 
(PSMA) template, which is included in this deliverable (as well as in D1.2) as an annex, supports 
and reflects the outputs from PRIPARE’s engineering analysis and design phases.  
WP2, as part of its future work, will provide guidelines for the development of best practice 
templates including potential parameterizations or extensions for the PSMA template according 
to domain and organization particular features. 
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Annex A PSMA Template 
 

TITLE 
 

A.1 Purpose 
A short introduction to the purpose of following and PRIPARE as a privacy & security by design 
methodology and documenting elicited issues, decisions… 

A.2 Privacy & security team 
Identify main responsible personnel for the conduction of PRIPARE and their roles within the 
project. E.g. specify who is the data protection officer or the privacy and security expert/s in the 
organization, which are the stakeholders (internal and external) consulted and involved in the 
process. 

A.3 Itinerary and roadmap 
Describe the set of processes which will be followed, establish their scope and how they relate 
to organization’s own practices. 

A.4 Introduction and objective 
A high level description of the system to be engineered, what are its main goals…. 

A.5 Functional description 

A.5.1 Products, external and internal 
Identify all the products relevant to the system, including third party ones. E.g. if developing a 
new billing system, other products or programmes may be point rewarding system, discount 
programmes… 

A.5.2 Relevant business processes 
The relevant business processes within the identified products. E.g. in a billing system the 
customer enrolment process would be very relevant. 

A.5.3 Relevant systems and applications within systems 
The relevant business processes within the identified products and processes. E.g. in a billing 
product, a relevant system would be the one which collects the billing data, the one which 
generated the bills, the one which charges the bills….  

A.5.4 Data subject(s) associated  
Identify which are the subjects that are associates with the engineering system/process. E.g. 
different system operators with different roles, end users, customers… 

A.5.5 Domains and roles 
Systems and data subjects should be associated to different domains where different policies 
may apply. 
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A.5.6 Data flows and touch points 
Identify all the data flows. Presenting it in a multi-level (domain, system) matrix allows for an 
easy identification of the relevant touch points. 
 

  

Domain 1 Domain2 Domain3 Domain4 

System1.
1 

System1.
2 

System1.
3 

System1.
4 

System2.
1 

System3.
1 

System4.
1 

Domain 1 

System1.1               

System1.2               

System1.3 Flow1 Flow2           

System1.4       Flow3       

Domain2 System2.1               

Domain3 System3.1         Flow4     

Domain4 System4.1 Flow5             

8(<6,*P>*2()(*;6"Q-*#().&R*

A second table can provide extra information for each of the data flows. 
 

Data flow Description Non-
person
al data 

Personal 
data 

Identifiab
le data 

Example 

Flow1 Description of flow1 Data1, 
data2 

Data3, Data4 Data3, 
Data4 

D1,D2,D3,D4 

8(<6,*D>*2()(*;6"Q*/,)(&6-*

A.6 Impact assessment 

A.6.1 Initial Impact Assessment 
An initial impact assessment can give some stakeholders a useful insight to what are the major 
risks, at a high level, determining the need to follow PRIPARE methodology and what specific 
itinerary should be followed. 

A.6.2 Policies and regulation 
All policies and practices which affect the system, it may include different regional regulations, 
organization’s policies, best practices… 

A.6.3 Privacy targets 
Identify the privacy targets and sub-targets that apply to this system taking into account 
organizations and stakeholder policies, regulations, best practices and standards that may 
affect the system. Privacy targets may be at a very high level and should be identified with a 
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unique code. It is useful to also identify the “origin” of the principle (e.g. the EU Data Protection 
Directive).  

Code Privacy target Description Reference 
P1 Safeguarding 

quality of personal 
data 

Quality of data and transparency are key targets 
that need to be ensured. Data should be accurate 
and, where necessary, kept up to date. 

EU DPD 6d 
(Section I) 

8(<6,*S>*4.&3('G*)(.1,)-*

 
Sub-targets must be related to these high level targets but much more specific. They also 
should be uniquely identified 

Code Privacy or security 
target 

Description 

P1.1 Ensuring fair and 
lawful 
processing through 
transparency 

E.g. providing a description of the data processing activities 
required for product and service delivery, ensuring internal and 
external transparency 

P1.2 Providing purpose 
specification and 
limitation 

E.g. providing the specific  purposes for every collected or 
processed data  

P1.3 Ensuring quality of 
data 

E. g. ensuring accuracy, up-to-dateness, erasure or rectification 
of data that is incorrect or incomplete. 

P1.4 Ensuring limited 
duration of data 
storage 

E.g. ensuring that data permitting identification of the data 
subject is not stored longer than necessary. 

8(<6,*=T>*4.&3('G*-$<U)(.1,)- *

For each privacy target evaluate the protection demand for each privacy target. Several 
methods can be followed, but should take into account, the impact of not achieving the target, 
from the customer (or end user) point of view as well as from the organization. PRIPARE 
suggests following CNIL or BSI approaches: 

BSI 
It categorizes the impact on five severity aspects with a value between 1 and 3. It uses the 
worst value as the overall one 

 Criteria for the classification of protection demand 
categories 

Overall 
catego
ry Operator perspective Consumer perspective 

Impact on 
Reputation 
and Brand 
Value 

Financial 
loss 

Social 
standing, 
reputation 

Financial 
well-
being 

Person
al 
freedo
m 

P1.1 Ensuring fair and 
lawful 
processing 

2 2 1 1 2 2 
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through 
transparency 

A short explanation of the values assigned. E.g: 
- consumers' financial well-being can be adversely affected if, without their prior knowledge, 
information about their purchases and service use is used so segment them into groups that 
disallow access to financial 

8(<6,*==: BSI’s privacy target severity analysis*

CNIL 
It categorizes the potential impacts of not following the privacy target estimating: 

x The level of identification of all personal data (identified beforehand) must be assessed. 
In other words, how easy is it to identify data subjects 

x The prejudicial effect. In other words, how much damage would be caused by all the 
potential impacts? 

Both estimations follow a 1 to 4 scale (from negligible to maximum) and are added in order to 
calculate the severity using the following table: 

Level of identification + prejudicial effects Corresponding Severity 
< 5 Negligible 

= 5 Limited 

= 6 Significant 

> 6 Maximum 
8(<6,*=C>*!V:5W-*-,3,.&)G*#(@@&%1*

Targe
t 

Level of 
identification of 
personal data 

Most serious potential impacts Prejudicial 
effects of 
potential 
impacts 

Maximu
m 
Severity 

P1.1. 3 - Significant Data subject disclosing personal data 
that can be used to modify credit 
rating 

4. 
Maximum 

Maximum 

     
8(<6,*=H>*8A.,()-*-,3,.&)G*

The approach to follow may depend on the nature of the system, the organization policies or 
the specific privacy targets.  

 

A.6.4 Threats / Guidelines 
Identify the threats or guidelines that jeopardize or allow to achieve the privacy targets and 
sub-targets: 

Code and 
name 

Sub-
threat/guideline 

Description  Associated 
privacy 
target 

TG1 Lack of TG1.1 E.g. providing a description of the  P1.1 
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transparency  data processing activities required 
for product and service delivery, 
ensuring internal and external 
transparency 

TG 1.2 
 

Existing information describing the 
service is not easily accessible for 
the data subject. The information is 
not well-indexed and / or searchable 
 

 P1.1  

TG 1.3 The basic concept as well as the 
purpose underlying the service is 
not clearly explained. 
 

 P1.1, P1.2 

TG 1.4 
 

Existing information describing the 
service is not easily understandable 
and / or special knowledge is 
needed to understand it, e.g. 
jurisdictional terminology, company-
internal abbreviations, a distinct 
language, etc. 
 

 P1.1 

8(<6,*=J>*8A.,()-X1$&/,6&%,-*

 

A.6.5 Privacy controls 
Identify all the privacy controls that have to be implemented; they can be classified using 
several categories: 

x Internal, External or Inherited (as in PMRM) 
x By family as suggested by NIST 
x The services where they belong to 

They should be linked to the addressed threats and heavily depend on the potential impact of 
the threats it address and the probability they occur. E.g. the control to mitigate a threat 
classified with a potential impact of maximum and very likely must be more exhaustive that one 
addressing a negligible control and with very little likeliness. 

Threat/Guideline 
code 

Control 
code 

Control name Risk Description 

TG 1.1 C1.1 Service 
description 

Medium Extensive informational material (e.g. 
flyers, RFID emblem, websites) is 
made available that is easily 
understandable and accessible 

 C1.4 Information 
timeliness 

Medium The information describing the 
service is checked at regular intervals 
for its timeliness, especially when 
questions from data subjects could 
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not be answered. 
8(<6,*=K>*4.&3('G*'"%)."6-**

 

A.7 Conformance criteria 
Describe the privacy and security-related conformance criteria of the system with an applicable 
privacy and security policy. These criteria must be objectively testable and/or measurable. Not 
implying being automatable. Rather, conformance criteria can be regarded as a list of check-
points against which the system compliance can be assessed. 

A.8 Design Logbook 
Logbooks can be used in the engineering profession as a way to document progress and 
decision within a particular project. The information discovered during the engineering process 
as well as the decisions taken during it can be used during and after the project to discover the 
steps that have led to a given situation allowing to rollback wrong decisions or to understand 
successful ones. They also can be used as legal records in professional liability. 

A.9 Remaining threats and recommendations 
Besides the selection of threats it is possible that some threats are not fully addressed because 
of timeline or technical limitations. A roadmap can be established to determine how and when 
they will be addressed. Some action points may also be included whenever future events are 
foreseen (new regulations). A revision of this document must be scheduled to determine if 
there are new potential threats or new risks ensuring it is up to date. 
 

Threat Remaining 
severity 

Remaining 
likelihood 

Rationale 

TG 1.1 Limited Negligible The rationale while there are no further controls which 
will try to take the severity of this threat to “negligible 

8(<6,*=M>*?,#(&%&%1*)A.,()-*


